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Iron-sulfur proteins are an important class of electron carriers in a wide variety of biological reactions.
Determining the intrinsic contribution of the metal site to the redox potential is crucial in understanding how
the protein environment influences the overall redox properties of the Fe-S proteins. Here we combine density
functional theory and coupled cluster methods with photodetachment spectroscopy to study the electronic
structures and gas-phase redox potentials of the [Fe(SCH3)4]2-/-/0 and [Fe(SCH3)3]-/0 analogues of the
rubredoxin redox site. The calculations show that oxidations of [Fe(SCH3)4]2- and [Fe(SCH3)4]- involve
mainly the Fe 3d and S 3p orbitals, respectively. The calculated adiabatic and vertical detachment energies
are in good agreement with the experiment for [Fe(SCH3)3]- and [Fe(SCH3)4]-. The current results further
confirm the “inverted level scheme” for the high-spin [1Fe] systems. The redox couple, [Fe(SCH3)4]-/2-,
which is the one found in rubredoxin, but cannot be accessed experimentally in the gas phase, was investigated
using a thermodynamic cycle that relates it to the [Fe(SCH3)3]-/0 couple and the ligand association reaction,
[Fe(SCH3)3]0/- + SCH3

- f [Fe(SCH3)4]-/2-. The calculated reduction energy of [Fe(SCH3)4]- (1.7 eV)
compares well with the value (1.6 eV) estimated from the calculated bond energies and the experimental
detachment energy of [Fe(SCH3)3]-. Thus, this thermodynamic cycle method can be used to estimate metal-
ligand bonding energies and determine intrinsic reduction potentials from photodetachment experiments when
the reduced forms are not stable in the gas phase.

Introduction

In biological systems, electron-transfer proteins serve key
roles as electron carriers in a wide variety of processes such as
photosynthesis, respiration, nitrogen fixation, and hydrogen
metabolism.1-7 Iron-sulfur proteins are ubiquitous in living
systems8 and they constitute an important class of electron-
transfer proteins. They have also been found to play a critical
role in enzymatic processes, regulation of gene expression,
generation of radicals, and delivery of sulfur and iron for the
synthesis of other biomolecules. Generally, the redox sites of
Fe-S proteins consist of one to four irons tetrahedrally
coordinated by cysteine residues and inorganic sulfurs. Many
inorganic analogues of these redox sites have been synthesized
and characterized.9 The simplest of the biological Fe-S redox
sites is [Fe(SR)4]-/2-, which contains only a single Fe with four
tetrahedral sulfur ligands from cysteine residues. The inorganic
core is sometimes referred to as a [1Fe] cluster. This simple
redox site is found in relatively small proteins, such as rubre-
doxin (Rd),10adesulforedoxin,10bdesulfoferrodoxin, rubrerythrin,
and nigerythrin.10c,d Available experimental evidence suggests
that the function of these proteins is as electron-transfer agents
in cells,11 as well as possible roles in superoxide reduction.12

The reduction potential of an electron-transfer protein is one
of its most important functional characteristics.8-14 Theoretically,

the standard reduction potential (E0) can be related to the free
energy of the reduction reaction (∆G0) by the Nernst equation:

wheren is the number of electrons transferred,F ()23.06 kcal/
(mol‚V)) is the Faraday’s constant, and∆NHE is -4.43F V, a
known constant energy to reference the “absolute” free energy
to the normal hydrogen electrode (NHE).15 ∆G0 can be divided
into the intrinsic reduction free energy (∆Gint) of the redox site
independent of the protein, the extrinsic free energy (∆Genv)
due to the protein surrounding and solvent at the redox site,
and the perturbative interaction between the two (∆Gint/env):3

Moreover, the intrinsic reduction energy,∆Eint, is approximately
equal to the gas-phase reduction energy of a redox site analogue,
i.e., the electron detachment energy obtained by photodetach-
ment photoelectron spectroscopy (PES), as schematically shown
in Figure 1.16 Hence,

where ADE and VDE are the adiabatic and vertical detachment
energies, respectively, andλoxd is the oxidant intramolecular
relaxation or reorganization energy.
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Understanding how the intrinsic and extrinsic factors con-
tribute to the reduction potential is essential in engineering
proteins with different redox properties. The reduction potentials
of the [Fe(SCys)4]-/2- couple among various Rds range from
about-95 to+60 mV vs NHE.8a This range has been attributed
to extrinsic factors, including modulation by the positioning and
orientation of peptide dipoles around the metal center.13a,17In
addition, the reduction potential in rubrerythrin is∼200 mV,
which is higher than in rubredoxin, most likely due to addition
of more polar groups.18 The reduction potentials of synthetic
[Fe(SR)4]-/2- complexes in various solvents range from-114
to -832 mV vs NHE,19b,c which is also attributed mainly to
extrinsic effects due to the different solvents.19a,20However, the
separation into intrinsic and extrinsic contributions to reduction
potentials is not exact due to perturbative interactions of the
redox site with the environment.21 For example, the redox site
may affect the electronic and structural properties of the nearby
protein and solvent, and vice versa. This perturbative effect is
generally presumed to be small for Fe-S proteins, but it has
not been well tested. Thus, characterizing both the intrinsic
reduction potential of the redox site and the extrinsic electric
field arising from the surrounding protein and solvent at the
redox site is important in understanding the molecular deter-
minants of the reduction potentials of Fe-S proteins. In
particular, a detailed knowledge of how intrinsic factors affect
the reduction potential requires studies of simple [Fe(SR)4]-/2-

complexes in the gas phase, where there is no extrinsic
contribution.

A variety of experimental studies have provided information
on the electronic structure of the [1Fe] cluster. The electronic
structure and bonding of FeCl4

-, Fe(o-C6H4(CH2S)2)2
-, Fe(o-

C6H4(CH2S)2)2
2-, and Rds were studied previously by PES and

ligand K-edge X-ray absorption spectroscopy.22 The valence-
band spectral similarities of both model complexes and Rds
indicate that their electronic structures are identical. The
experimental data and XR calculations confirm the “inverted
level scheme” in these systems, where the Fe 3dR levels are
found to lie below the ligand-based levels in energy. Our recent
development of a PES apparatus coupled with an electrospray
ion source allows the electronic structures of multiply charged
anions to be examined for the first time in the gas phase23 and
provides an excellent opportunity to obtain the reduction
potentials of solution-phase inorganic metal complexes in the
gas phase.16,24 More recently, we investigated the electronic

structure and electron detachment (oxidation) energies of several
gaseous Rd analogues, [Fe(SCH3)4]- and [Fe(S2-o-xyl)2]- as
well as FeCl4- and [Fe(SCN)4]-, which all contain an FeIII .16,25

The corresponding FeII complexes were not stable gaseous
dianions, but the three ligand analogues, FeCl3

-, [Fe(SCN)3]-,
and [Fe(SCH3)3]-, and the ion-pair Na+[Fe(S2-o-xyl)2]2-, which
all contain an FeII, were studied. It was shown that detachment
in all the FeII complexes involves an Fe 3d electron, whereas
that of the FeIII complexes may involve primarily ligand-based
orbitals.16,25However, the redox couple [Fe(SR)4]-/2- found in
rubredoxin and rubrerythrin could not be examined directly by
PES because the reduced species is not stable in the gas phase.

Computational chemistry has also been valuable in under-
standing reduction potentials of [1Fe] clusters both in analogues
and in proteins. The electronic structures and reduction potentials
of Fe-S clusters have been extensively investigated using a
broken symmetry density functional theory (DFT) method.26 The
calculated reduction potentials are comparable to experimental
values, even though a continuum dielectric model for the solvent
and constrained geometries were used. In addition, we have
investigated the electronic properties and conformational de-
pendence of an analogue of the Rd redox site using conventional
ab initio methods,27a-c and the environmental contribution in
Rd by molecular mechanics studies.17,20 Results include the
successful prediction of the Ala-Val sequence determinant at
residue 44,17a the effects of other mutants at residue 44,17b and
penetration of water through nonpolar side chain “water
gates”,20b,c which have all been verified experimentally.13 The
effects of metal substitution in the [M(SR)4]2-/- analogues have
also been examined for M) Fe, Co, Ni, and Zn.27bFurthermore,
recent progress in combined quantum mechanical/molecular
mechanical (QM/MM) methods provides the possibility of
investigating and understanding environmental effects on the
electronic properties of Fe-S proteins.28 For instance, the
geometries and reorganization energies of Rd and [2Fe-2S]
ferredoxin have been studied using a QM/MM method.28b

Advances in DFT methods have prompted new investigations
of the electronic structures and redox properties of Fe-S active
sites. Hybrid generalized gradient approximation (GGA) meth-
ods,29 which have some exact Hartree-Fock (HF) exchange
included, have become a major computational tool for treating
transition-metal systems because these methods appear to be
more efficient and accurate, especially for the first-row transi-
tion-metal systems.30 In a recent study,27d we calculated
[Fe(SCH3)4]2-/-/0 and [Fe(SCH3)3]-/0 at different levels of theory
and with different basis sets to determine the best optimiza-
tion and energy correlation methods. For geometry optimiza-
tion, the hybrid GGA methods tested were the Becke three
parameter hybrid exchange functional31 with the Lee-Yang-
Parr (B3LYP),32 Becke’s “half and half” functionals (BHandH),33c

and a modified Becke’s 10-parameter functional (B97gga1),29b

with both full basis sets and effective core potential (ECP) basis
sets. For energetics, B3LYP, B97gga1, the Møller-Plesset
perturbation series (MP2, MP3, MP4SDQ), and coupled cluster
singles and doubles (CCSD)29 as well as CCSD with pertur-
bative corrections for triples [CCSD(T)] methods were tested
using both full and ECP basis sets. The major conclusions were
(i) the 6-31G** basis sets alone or with added diffuse or
polarization functions on the sulfurs at the B3LYP level gave
the best overall description of the geometry, in which the Fe-S
and S-C bond lengths were only slightly longer (<0.06 Å)
than experimental values and the increase in Fe-S bond length
upon reduction was only slightly (∼0.01 Å) more than the
experimental value and (ii) adding diffuse functions to the basis

Figure 1. Schematic potential curves showing photodetachment of a
[redox site]n- to a [redox site](n-1)-. VDE and ADE are the vertical
and adiabatic potential energies, respectively.λoxd and λred are the
intramolecular relaxation energies of [redox site]n- and [redox site](n-1)-,
respectively (see ref 16).
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sets at the B3LYP level significantly improved the accuracy of
the calculated oxidation potentials of the [Fe(SCH3)3]-/0 and
[Fe(SCH3)4]-/0 redox couples.

Here, we present a study of the reduction potential of
[Fe(SCH3)4]-/2-, which is the same redox couple as the
rubredoxins. This analogue has proved to be a necessary and
sufficient model to obtain geometries similar to the active site
of the protein.27b The computational results are compared with
the experimental electronic structure data from gas-phase PES.16

Because the detachment energy of [Fe(SCH3)4]2- cannot be
directly measured by PES,16 here a thermodynamic cycle is
devised to estimate this energy from the redox couples,
[Fe(SCH3)4]-/0 and [Fe(SCH3)3]-/0. Studies of these analogues
allow the geometry, electronic structure, and intrinsic reduction
potential of the [1Fe] redox site analogue to be understood to
a degree of accuracy not possible for the redox site in a protein
or for Fe-S sites with more irons. Moreover, the calculation
of the electronic structures and oxidation potentials of
[Fe(SCH3)4]-/0 and [Fe(SCH3)3]-/0 may provide reliable infor-
mation to characterize the experimental detachment features,
redox properties, and iron-sulfur cluster assembly mechanisms
of biological molecules.

Computational Details

B3LYP calculations were performed for the tetraligand
[Fe(SCH3)4]2-/-/0 and triligand [Fe(SCH3)3]-/0 complexes. A
“D2d” ML 4 structure, similar to the geometry of the Rd redox
site and the lowest energy conformation of a previous study,27a

is utilized here as the initial theoretical model for [Fe(SCH3)4]2-/-/0

although no symmetry restraints were imposed during geometry
optimizations. A “C3h” ML 3 structure, similar to the geometry
of the [Fe(SC6H2-2,4,6-t-Bu3)3]- complex34a and the lowest
energy conformation at the B3LYP/6-31G** level,27d is used
as the initial [Fe(SCH3)3]-/0 model.

Two different basis sets are implemented for the geometry
optimization and energy correlation at different levels of theory.
The first one, referred to here as 6-31G**, is the standard 6-31G
basis sets with f-type polarization functions for the iron atom,35a

d-type polarization functions for the carbon and sulfur atoms,
and p-type polarization function for the hydrogen atoms.35b,c

The second basis sets, referred to here as 6-31(++)SG**, are
similar to 6-31G**, but sp-type diffuse functions (6-31++G**)
are added to the sulfur atoms.36

The calculated VDE and ADE are also refined at different
levels of theory with different basis sets. The notationMethod-
(E)/Basis(E)//Method(G)/Basis(G)will be used to denote an
energy calculation at theMethod(E)level with theBasis(E)sets
for the geometry optimized at theMethod(G) level with the
Basis(G) sets. Here, the energetics of the B3LYP/6-31G**
geometries were calculated at both the B3LYP/6-31(++)SG**

and frozen core CCSD/6-31G** levels.37,38The thermal energy
(Eelec + Evib + Erot + Etrans) correction and Gibbs free energy
(H - TS) correction of the redox process were estimated at the
reoptimized geometries using the smaller STO-3G basis sets,39a

and were included in the estimate of the reduction energy and
reduction free energy calculations. The bond dissociation energy
and free energy (∆Ed and ∆Gd) of [Fe(SCH3)4]- into [Fe-
(SCH3)3]0 and SCH3

- and the bond association energy and free
energy (∆Ea and ∆Ga) of [Fe(SCH3)3]- with SCH3

- into
[Fe(SCH3)4]2- were also calculated at the B3LYP/6-31-
(++)SG** and frozen core CCSD/6-31G** levels. Because the
basis set superposition errors (BSSE) tend to cancel each other
in summations of∆Ed and∆Ea and of∆Gd and∆Ga, the BSSE
(<0.016 kcal/mol at the B3LYP/6-31G** level) was neglected
for the thermodynamic cycle analysis. Natural bond orbital
(NBO) analysis40 and Mülliken spin population analysis were
carried out at the B3LYP/6-31G** level on charge and spin
populations, respectively.

All calculations were performed using the NWChem41a and
Gaussian9839b program packages. The molecular orbital visu-
alizations were performed using the extensible computational
chemistry environment (Ecce) application software.41b

Results and Discussion

Geometries of [Fe(SCH3)4]n- (n ) 0, 1, 2) and [Fe-
(SCH3)3]n- (n ) 0, 1). Full geometry optimizations were
performed using the B3LYP method with the 6-31G** basis
sets, which has been shown to give good descriptions of Rd
analogues.27d The previous benchmark study focused on the
dependence of the final geometry on the DFT methods and the
basis sets used for the optimization, in which good agreement
with available crystal data was found.27d In particular, deviations
of calculated Fe-S bond lengths and∠S-Fe-S bond angles
were within 0.06 Å and 3°, respectively, with respect to
experimental data of [Fe(S2-o-xyl)2]2-/- and [Fe(SC6H2-2,4,6-
t-Bu3)3]-. Here, the B3LYP/6-31G** optimized geometries of
[Fe(SCH3)4]n- (n ) 0, 1, 2) and [Fe(SCH3)3]n- (n ) 0, 1) (Table
1) are briefly summarized and then discussed in terms of
differences between the various oxidation states. The DFT
calculations provide important structural information, especially
about [Fe(SCH3)4]0 and [Fe(SCH3)3]0, because most experi-
mental data are for the charged states [Fe(SCH3)4]2-/- and
[Fe(SCH3)3]-. In addition, a study of different spin states for
[Fe(SCH3)4]0 is presented because its ground state is not well
characterized.

(a) [Fe(SCH3)4] n-. The structures of the two species of the
couple found in rubredoxin, [Fe(SCH3)4]2-/-, are relatively well
characterized. Both the oxidized and reduced species usually
have high-spin ground states withS) 5/2 and 2, respectively.26a,d

[FeIII (SCH3)4]- and [FeII(SCH3)4]2- favor the “D2d” ML 4

TABLE 1: Experimental and B3LYP/6-31G** Optimized Fe -S (rFe-S) Bond Lengths (Å) and ∠S-Fe-S (θS-Fe-S) Bond Angles
(deg) for [Fe(SCH3)4]2-, [Fe(SCH3)4]-, [Fe(SCH3)4]0, [Fe(SCH3)3]-, and [Fe(SCH3)3]0

rFesS θSsFesS
a θSsFesS

b

species S calc exp calc exp calc exp

[Fe(SCH3)4]2- 2 2.414( 0.000 2.356( 0.000c 110.5( 0.0 109.5( 6.0 109.0( 1.6 109.5( 6.0
[Fe(SCH3)4]- 5/2 2.314( 0.000 2.267( 0.000c 110.7( 0.0 109.5( 3.7 108.8( 1.9 109.5( 3.7
[Fe(SCH3)4]0 2 2.224( 0.006 NA 127.4( 0.4 NA 101.3( 5.3 NA
[Fe(SCH3)4]0 1 2.147( 0.001 2.185( 0.000d 117.0( 0.1 NA 106.2( 10.6 NA
[Fe(SCH3)4]0 0 2.119( 0.000 NA 114.3( 0.1 NA 107.3( 7.0 NA
[Fe(SCH3)3]- 2 2.309( 0.001 2.274( 0.011e 120.4( 0.2 121.7( 0.3 119.3( 0.0 116.0( 0.0
[Fe(SCH3)3]0 5/2 2.209( 0.000 NA 120.0( 0.0 NA 120.0( 0.0 NA

a For [Fe(SCH3)4]n, θS-Fe-S refers to average of∠S1-Fe-S4 and∠S2-Fe-S3. For [Fe(SCH3)3]n, θS-Fe-S refers to average of∠S1-Fe-S2 and
∠S2-Fe-S3. b For [Fe(SCH3)4]n, θS-Fe-S refers to average of∠S1-Fe-S2, ∠S1-Fe-S3, ∠S3-Fe-S4, and∠S2-Fe-S4. For [Fe(SCH3)3]n, θS-Fe-S

refers to∠S1-Fe-S3. c [Fe(S2-o-xyl)2]2-/-, ref 34b.d [Fe(“S2”) 2(PMe3)]0, ref 34c.e [Fe(SC6H2-2,4,6-t-Bu3)3]1-, ref 34a.
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structure, which is similar to the geometry of the Rd redox site
and was found to be the lowest energy conformation in a
previous study.27a On reduction from [FeIII (SCH3)4]- to
[FeII(SCH3)4]2-, the overall change in the optimized geometries
is rather small (Figure 2). The major change is an increase in
the Fe-S bond lengths by 0.100 Å (Table 1), in very good
agreement with the experimental value of 0.089 Å for [Fe(S2-
o-xyl)2]2-/-.34b The optimized geometries of both complexes
have local tetrahedral structures around the Fe with essentially
no change upon reduction in the optimized∠S-Fe-S bond
angles, also in very good agreement with the experimental
values.34b

The structure of the superoxidized [Fe(SCH3)4]0 species is
less well characterized. The present calculations indicate that
this species also has a high-spin ground state (S) 2), which is
more stable by 0.16 and 0.64 eV than the triplet (S ) 1) and
singlet (S ) 0) states, respectively. On oxidation from
[Fe(SCH3)4]- to the high-spin [Fe(SCH3)4]0, the Fe-S bond
lengths decrease by 0.090 Å (Figure 2 and Table 1), but the
two trans∠S-Fe-S angles (on the symmetry planes) increase
by 17°. This results in a distorted tetrahedral structure (C2V),
which still retains some tetrahedral character because of steric
crowding between the thiolate ligands (Figure 2). The distortion
is due to the Jahn-Teller effect upon oxidation of the high-
spin FeIII center. In comparison to the high-spin [Fe(SCH3)4]0

species, the calculated Fe-S bond lengths of the triplet and
singlet [Fe(SCH3)4]0 species are shorter by 0.077 and 0.105 Å,
respectively. Both the triplet and singlet [Fe(SCH3)4]0 structures
show more tetrahedral character than the high-spin [Fe(SCH3)4]0

with the two trans∠S-Fe-S angles of the triplet and singlet
[Fe(SCH3)4]0 structures being about 117° and 114°, respectively.

The only experimental structural data related to [Fe(SCH3)4]0

is for [FeIV(“S2”)2(PMe3)] (“S2” ) 1,2-benzenedithiolate), which
is a low-spin (S ) 1) complex with a planar FeIV-S core.34c

The calculated Fe-S bond lengths of [Fe(SCH3)4]0 relative to
this complex are slightly shorter by 0.038 Å forS ) 0, within
0.01 Å forS) 1, but are slightly longer by 0.039 Å forS) 2.
Although a search was carefully made for a structure of [Fe-
(SCH3)4]0 with a planar core and either a high-spin or low-spin
state, the results always smoothly converged to the tetrahedral
or distorted tetrahedral core with a high-spin ground state. The
low-spin state of [FeIV(“S2”)2(PMe3)] is presumably due to
structural restrictions.34c Because [FeIII (SCH3)4]- has a high-
spin ground state, it is expected that its photodetachment would
lead to a high-spin state from a one-electron transition. It should

be noted that oxidation of an [FeIII (SR)4]- site would place more
geometric strain on the surrounding protein than reduction of
the same site because of the greater distortion of the tetrahedral
structure of the core.

Overall, of the three- and four-ligand redox couples,
[Fe(SCH3)4]2-/- shows the least geometric distortion upon
charge change. Interestingly, this is the redox couple found in
the [1Fe] proteins, such as rubredoxin, desulforedoxin, desulfo-
ferrodoxin, and rubrerythrin. It is significant to note that this
redox couple would impart the least amount of strain on the
protein upon change in oxidation state.

(b) [Fe(SCH3)3] n-. The structures of the three-ligand
[Fe(SCH3)3]-/0 couple are also less well characterized experi-
mentally. The current calculations indicate that [FeIII (SCH3)3]0

and [FeII(SCH3)3]- both have high-spin ground states withS)
2 and 5/2, respectively. Experimentally, a three-coordinate
complex, [FeII(SR3)3]- (R ) 2,4,6-t-Bu3C6H2), has been shown
to have a “Y”-shaped distortion, which is reflected somewhat
in the calculation.34aIn the optimized structures of [Fe(SCH3)3]-/0

(Figure 3), there are some interesting changes between the
ferrous and ferric complexes. One change is the decrease in
the Fe-S bond length by about 0.10 Å upon oxidation.
Comparing Figures 2 and 3, we can see that the Fe-S bond
lengths of the three-coordinate ferrous and ferric sites are shorter
by about 0.10 Å than those in the four-coordinate sites. This
reflects a stronger Fe-S bonding interaction in the three-
coordinate [Fe(SCH3)3]-/0 complexes than in the four-coordinate
[Fe(SCH3)4]2-/- complexes. We also note that although the
planar triangular structure in the three-coordinate complexes is
well preserved on oxidation (Figure 3), the out-of-plane torsion
of the SCH3 ligands changes from 31° to 0°. The rotation of
the methyl groups out of the plane in [FeII(SCH3)3]- reflects a
weaker Fe-S π character than in [FeIII (SCH3)3]0, where the
methyl groups are coplanar with the iron and the sulfurs. This
rotation would also place geometric strain on the surrounding
protein via the ligands connecting the core to the protein.

Electronic Structures of [Fe(SCH3)4]n- (n ) 0, 1, 2) and
[Fe(SCH3)3]n- (n ) 0, 1). To understand the relationship
between the electronic structure and the active site geometries,
a simplified molecular orbital (MO) interaction diagram between
a high-spin Fe and the thiolate ligands is shown in Figure 4.
We have analyzed the B3LYP/6-31G** natural bond orbital
(NBO) charges and Mu¨lliken spin populations of [Fe(SCH3)4]n-

(n ) 0, 1, 2) and [Fe(SCH3)3]n- (n ) 0, 1), as given in Table
2. The NBO charges are in good agreement with the CHelpG
charges from our previous UHF calculation27a but are much
more polarized than the CHelpG charges from a nonlocal DFT
calculation.26c Overall, most of the unpaired electron density

Figure 2. Schematic and superposed geometries of [Fe(SCH3)4]2- (red),
[Fe(SCH3)4]- (blue), and Fe(SCH3)4]0 (purple).

Figure 3. Schematic and superposed geometries of [Fe(SCH3)2]- (blue)
and Fe(SCH3)4]0 (purple).
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still localizes on the metal orbitals in [Fe(SCH3)4]2-/-/0 and
[Fe(SCH3)3]-/0.

(a) [Fe(SCH3)4] n-. Generally, in a roughlyTd weak ligand
field of [Fe(SCH3)4]-, the orbitals t2 and e have a small ligand-
field splitting, so that a high-spin state is favored.27d,42In a lower
D2d symmetry, the t2 and e orbitals transform as (e, b2) and (b1,
a1), respectively. A strong spin exchange interaction leads to
spin polarization, which splits the occupiedR-spin-orbitals
below theâ-spin-orbitals. Consequently, although the classical
electronic structure at the restricted HF level would indicate
that the oxidation of [Fe(SCH3)4]- involves the Fe(d) electron,
our broken-symmetry DFT calculations show that the interaction
between Fe and the thiolate ligands leads to a less common
“inverted level scheme”, in which the S(3p) ligand orbitals lie
below the Fe(3d)â-spin-orbitals and above the Fe(3d)R-spin-

orbitals (Figure 4). Our results are consistent with previous XR
calculations22 and with PES16,25and Mössbauer43 experimental
measurements.

Upon reduction from [FeIII (SCH3)4]- to [FeII(SCH3)4]2-, the
extra electron enters a low-lying Feâ-spin-orbital, dz2 (a1),
which has some Fe-S π* character (Figure 5a). In the ferrous
complex, the Fe-S bond lengths increase with a weakening of
the Fe-S π character, resulting in the electron densities from
the Fe back-donating to the thiolate ligands. Consequently, even
though an electron is added to the Fe dz2 orbital, the reduction
leads to a relatively small increase of the electron density on
the Fe. The NBO charge of the Fe center decreases only by
0.135 e with a large increase of the electron density on the four
S atoms so that the total NBO charge on all four S increases by
a total of 0.596 e (Table 2). Meanwhile, the spin populations
of the Fe and all four S decrease by 0.231 and 0.708 e,
respectively. Clearly, the ligand orbital is indirectly involved
in the one-electron transition of the reduction process. In other
words, with the decrease of Fe-S π bonding interaction upon
reduction from [FeIII (SCH3)4]- to [FeII(SCH3)4]2-, the Fe dz2

(a1) orbital with Fe-Sπ* character is lowered in energy, which
leads to an increase in reduction potential. Furthermore, one
can predict that hydrogen bonding interaction between a
hydrogen donor and the high-lyingâ-spin Fe dz2 (a1) orbital
may similarly lead to a decrease in energy for the Feâ-spin
minority electron, thus increasing the reduction potential for
[FeIII (SCH3)4]-.

Figure 4. Schematic orbital interaction diagram for a tetrahedralD2d [Fe(SCH3)4]- complex (the left-hand side) and a triangularC2V [Fe(SCH3)3]-

complex (the right-hand side) compared to the respective photoelectron spectra (red).

TABLE 2: Natural Bond Orbital (NBO) Charges (e) and
Mu1 lliken Spin Populations (e) at the B3LYP/6-31G** Level
for [Fe(SCH3)4]2-, [Fe(SCH3)4]-, [Fe(SCH3)4]0, [Fe(SCH3)3]-,
and [Fe(SCH3)3]0

NBO charges spin populations

Fe S C Fe S C

[Fe(SCH3)4]2- +1.320 -0.653 -0.809 +3.797 +0.047 -0.002
[Fe(SCH3)4]- +1.455 -0.504 -0.813 +4.028 +0.224 +0.006
[Fe(SCH3)4]0 +1.347 -0.277 -0.821 +3.528 +0.102 +0.010
[Fe(SCH3)3]- +1.182 -0.602 -0.805 +3.701 +0.081 +0.011
[Fe(SCH3)3]0 +1.406 -0.412 -0.810 +4.035 +0.289 +0.014
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On the other hand, the oxidation from [Fe(SCH3)4]- to [Fe-
(SCH3)4]0 involves the highest-occupied near-degenerate S(3p)
R-spin-orbital (b2) with Fe-S σ* character (Figure 5b),
resulting in a strong Jahn-Teller distortion toward a planar
structure. With an increase of the molecular planarity, the lowest
unoccupied molecular orbital (b2) (LUMO) of [Fe(SCH3)4]0 rises
in energy so that the Fe-S bond strength and electron density
on the Fe increase. Thus, although the detached electron is
mainly from the S(3p)R-spin-orbital, the geometry distortion
leads to a redistribution of the charge densities on the metal
center and the thiolate ligands, including theâ-spin electrons.
Consequently, the oxidation of [FeIII (SCH3)4]- not only leads
to a large decrease of the electron density on the four S atoms
so that the total NBO charge on all four S increases by 0.908
e, but also to a significant increase of the electron density on
the Fe so that the NBO charge of the Fe center decreases by
0.108 e. Here, the one-electron transition of the oxidation process
indirectly involves the Fe dx2-y2 orbital, unlike the reduction of
[FeIII (SCH3)4]-. Overall, the spin populations of the Fe and all
four S decrease by 0.500 and 0.488 e, respectively. These results
are consistent with Mo¨ssbauer experiments for a series of iron
sulfides, where the FeIV isomer shifts are identical with those
measured for the FeIII complexes.42 Combined with previous
findings of PES and ligand K-edge X-ray absorption and
spectroscopy of FeCl4

-,22 the current MO assignment and
PES measurements in the gas-phase further confirm the inverted
level pattern of [FeIII (SCH3)4]-. Hence oxidation of the high-
spin FeIII redox site involves a S(3p)R-spin electron and all
the intense detachment features observed between 3.4 and
5.4 eV in the 193 nm spectrum of [FeIII (SCH3)4]- were due
to the ligand S 3pR- and â-spin levels (the left-hand side
of Figure 4), whereas the Fe 3dR-levels are below the ligand
levels in energy and cannot be fully observed at this photon
energy.16,25

(b) [Fe(SCH3)3] n-. Similarly, in a roughlyD3h ligand field
of the triangular [Fe(SCH3)3]-/0, the Fe 3d orbitals transform
into e′′, a1′, and e′ with a slightly larger splitting energy than
that in a Td ligand field of the tetrahedral [Fe(SCH3)4]n-.
However, the system still remains a high-spin ground state
because thiolates are weak-field ligands. In a lowerC2V
symmetry, these MOs transform as e′ f (a2, b2), a′1 f 1a1,
and e′′ f (2a1, b1).42 Further spin exchange interaction leads to
spin polarization, which splits the occupiedR-spin-orbitals
below the â-spin-orbitals. Consequently, the three-ligand
[Fe(SCH3)3]- complex also exhibits an inverted level pattern,
in which the S(3p) ligand orbitals lie between the Fe(3d)â-
andR-spin-orbitals (the right-hand side of Figure 4).

The extra electron in [FeII(SCH3)3]- is located on the Fe dxz

(a2) â-spin-orbital. Compared to theâ-spin-orbital (a1) of
[FeII(SCH3)4]2-, the â-spin-orbital (a2) of [FeII(SCH3)3]- is
lowered in energy by about 4 eV at the B3LYP/6-31(++)SG**
level because of a relatively large splitting energy in a triangular
ligand field for a high-spin FeII center. This leads to a higher
oxidation energy and a smaller HOMO-LUMO energy gap with
respect to [FeII(SCH3)4]2-, as shown in Figure 4. To decrease
the antibonding Fe-S π* interaction of the a2 orbital, the
thiolates in [FeII(SCH3)3]- tend to be out-of-plane. Upon
oxidation of [FeII(SCH3)3]-, the resulting [FeIII (SCH3)2]0 species
favors a planar structure with an increase ofπ character in the
Fe-S bonds. This is consistent with the fact that the oxidation
from [FeII(SCH3)3]- to [FeIII (SCH3)2]0 involves the low-lying
Fe dxz (a2) â-spin-orbital with Fe-S π* character. The
oxidation leads to a decrease of electron density on the Fe center
and the three S atoms. As given in Table 2, the NBO charge of
the Fe increases by 0.224 e and the total NBO charge on all
three S increases by 0.570 e, whereas the spin populations of
the Fe and the three S increase by 0.334 and 0.624 e,
respectively. The electron donation from the thiolate ligands
into the Fe 3d orbitals is again responsible for the charge density
redistribution. Because [Fe(SCH3)3]-/0 has fewer ligands than
[Fe(SCH3)4]2-/-, the oxidation of [FeII(SCH3)3]- to [FeIII -
(SCH3)3]0 leads to a greater decrease in electron density on the
Fe center than that of [FeII(SCH3)4]2- to [FeIII (SCH3)4]- because
there is less back-donation from the ligands.

Vertical and Adiabatic Detachment Energies of [Fe-
(SCH3)4]- and [Fe(SCH3)3]-. The ADE, VDE, and the oxidant
relaxation energiesλoxd of [Fe(SCH3)4]-/0 and [Fe(SCH3)3]-/0

were calculated at B3LYP and CCSD levels of theory (Table
3). A previous study made a thorough investigation on the
dependence of these energies on levels of theory and basis
sets.25d All the computed results are in good agreement with
the experiment, but the CCSD/6-31G** results are generally
better than the B3LYP/6-31G** results. The best results are
from the B3LYP/6-31(++)SG** calculations with additional
diffuse functions on sulfur. Presumably, this is because the
diffuse functions allow orbitals to occupy a larger region of
space, which is important for systems where electrons are
relatively far from the nucleus, such as molecules with lone
pairs, anions, excited states, or generally systems with low
ionization potentials.

From the electronic structure analysis, we see that the oxidized
electron orbital of the [1Fe] redox sites usually consists of either
an Fe 3d orbital with weak Fe-S π* antibonding character for
the FeII site or a S(3p) orbital with Fe-S σ* antibonding
character for the FeIII site. Overall the relatively weak ligand
field interaction and strong Fe-S bonding interaction between
the thiolate ligands and Fe destabilize the oxidized Feâ-spin
electrons. Thus, [FeII(SCH3)4]2- would be expected to have a

Figure 5. Molecular orbitals of (a) the reduced orbital (dz2) from
[Fe(SCH3)4]- to [Fe(SCH3)4]2- and (b) the oxidized orbital [S(3p)+
dx2-y2] from [Fe(SCH3)4]- to [Fe(SCH3)4]0.
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much lower electron detachment energy than [FeII(SCH3)3]-.
On the other hand, even though the high-spin d5 electron
configuration of FeIII is particularly stable in a tetrahedral ligand
field, [FeIII (SCH3)4]- has a detachment energy similar to
[FeII(SCH3)3]- with the high-spin d6 electron configuration of
FeII. This is because [FeIII (SCH3)4]- has more destabilization
by ligand interactions in a weaker ligand field than [FeII(SCH3)3]-,
with a net result of similar detachment energies. Unlike the
thiolate ligands, weakerσ- and π-donor ligands stabilize the
FeII minority â-spin electron and the S(3p)R-spin electrons.
For instance, weaker donor ligands such as Cl- and SCN-

interact with FeII or FeIII to generate higher oxidation energies
with respect to the stronger donor ligand, SCH3

-.16,25

Our previous PES studies of the FeII/FeIII redox couple
revealed that the FeII site can be easily oxidized to FeIII , whereas
the latter is much more difficult to be oxidized further because
the oxidized electron involves a low-lying S(3p)R-spin electron
rather than a low-lying Feâ-spin electron.16,25For instance, the
ADEs of [FeIII (SCH3)4]- and [FeIIICl4]- are larger by 0.60 and
1.80 eV, respectively, than those of [FeII(SCH3)3]- and [FeIICl3]-.
Our theoretical ADE for [FeIII (SCH3)4]- is larger by 0.65 eV
than that of [FeII(SCH3)3]- at the B3LYP/6-31(++)SG** level,
which is in excellent agreement with the experimental results
(Table 3). The strong Jahn-Teller distortion in the FeIII /FeIV

couple is reflected in theλoxd of [FeIII (SCH3)4]-, which is larger
in magnitude than that of [FeII(SCH3)3]- by 0.12 eV experi-
mentally. The B3LYP/6-31(++)SG** energy calculations are
in good agreement with a value of 0.08 eV.

Intrinsic Reduction Potential of [Fe(SCH3)4]-/2-. The
Fe(SCH3)4]2-/- redox couple is equivalent to the biologically
relevant couple of Rd. However, because the tetrathiolate
FeII species is not stable, the experimental electron detach-
ment energy of [Fe(SCH3)4]2-/- in the gas-phase cannot be
obtained. We carried out a computational study of the reduction
potential energy∆Ered(ML4

-) and free energy∆Gred(ML4
-) for

[Fe(SCH3)4]- in combination with the available PES data. As
shown in Scheme 1, the energy (and the free energy) for the
reduction process from [Fe(SCH3)4]- to [Fe(SCH3)4]2- can be
regarded as equal, via a thermodynamic cycle, to that for the
dissociation of [Fe(SCH3)4]- into [Fe(SCH3)3]0 and SCH3

-,
followed by the reduction of [Fe(SCH3)3]0, and finally the
association of [Fe(SCH3)3]- with SCH3

- to form [Fe(SCH3)4]2-.

Thus, the reduction energy of [Fe(SCH3)4]-, ∆Ered(ML4
-), is

equal to

where ADE is the experimental oxidation energy of [Fe(SCH3)3]-,
∆Ed(ML4

-) is the bond dissociation energy of [Fe(SCH3)4]-

to [Fe(SCH3)3]0 and SCH3
-, and ∆Ea(ML3

- + L-) is the
bond association energy of [Fe(SCH3)3]- with SCH3

- into
[Fe(SCH3)4]2-. If the bond dissociation and association energies
∆Ed and∆Ea are available from experiments, this would give
an experimental value for∆Ered(ML4

-). Otherwise, these
energies can be obtained via quantum mechanical calculations.
Furthermore, the reduction free energy of [Fe(SCH3)4]-,
∆Gred(ML4

-), can be written as

R is the gas constant,T∆S is the entropic contribution, and
∆Gd(ML4

-) and∆Ga(ML3
- + L-) are the relevant dissociation

and association energies, respectively. In principle, theoretical
calculations can give a good description of the summation of
∆Ed and∆Ea (∆Ed+a) and of∆Gd and∆Ga (∆Gd+a), because
of the cancellation of BSSE, as well as the systematic error
cancellation of the computational methods. Thus, estimates
based on reasonable calculations and the experimental ADE
(2.80 eV)16 of [Fe(SCH3)3]- should yield reasonably accurate
reduction energies and free energies of [Fe(SCH3)4]-.

Table 4 summarizes the calculated reduction energies and
free energies of [Fe(SCH3)4]-, the calculated dissociation
energies and free energies of [Fe(SCH3)4]-, and the calculated
SCH3

- association energies and free energies of [Fe(SCH3)3]-.
∆Ered

calc(ML4
-) and∆Gred

calc(ML4
-) are the calculated reduction

energy and free energy of the [Fe(SCH3)4]-/2- redox couple
from energy calculations of [Fe(SCH3)4]-/2-. ∆Ered

“exp” and
∆Gred

“exp” are the estimated experimental reduction energy and
free energy utilizing the experimental value of the ADE of the
[Fe(SCH3)3]-/0 couple and calculated values of∆Ed+a, ∆Gd+a,
and T∆S in eqs 4 and 5. In addition, the reduction energies
[∆Ered

calc(ML4
-)] and free energies [∆Gred

calc(ML4
-)] were

computed using a theoretical value of the ADE of the
[Fe(SCH3)3]-/0 couple and the theoretical values of∆Ed+a,
∆Gd+a, andT∆S in eqs 4 and 5, which gave nearly identical
results as∆Ered

“exp” and ∆Gred
“exp”. This indicates that the

accumulation of errors in utilizing eqs 4 and 5 to evaluate
∆Ered

calc and ∆Gred
calc can be neglected. Our computational

results also show that the thiolate dissociation of [Fe(SCH3)4]2-

is exothermic by 2.0-2.3 eV, i.e., [Fe(SCH3)4]2- is very
unstable as an isolated species. This result is consistent with
our previous experimental observation16 and explains why the
PES spectra of [Fe(SCH3)4]2- could not be obtained experi-

TABLE 3: Experimental and Calculated Adiabatic (ADE) and Vertical (VDE) Detachment Energies (eV) and the Oxidant
Relaxation Energies (λoxd) (eV) for [FeII (SCH3)3]- and [FeIII (SCH3)4]- at B3LYP/6-31(++)SG** and CCSD/6-31G** Levels Using
the B3LYP/6-31G** Geometry (G1) and the B3LYP/6-31(++)SG** Geometry (G2)

[Fe(SCH3)3]- [Fe(SCH3)4]-

ADE VDE λoxd ADE VDE λoxd

B3LYP/6-31G**//G1 2.55 2.80 -0.25 3.28 3.58 -0.30
CCSD/6-31G**//G1 2.66 2.96 -0.30 3.67 3.88 -0.21
B3LYP/6-31(++)SG**//G1 2.70 2.94 -0.24 3.35 3.66 -0.31
B3LYP/6-31(++)SG**//G2 2.70 2.94 -0.24 3.35 3.67 -0.32
expa 2.80((0.06) 3.08((0.06) -0.28((0.08) 3.40((0.06) 3.80((0.06) -0.40((0.08)

a Reference 16.

SCHEME 1

∆Ered(ML4
-) ) ∆Ed(ML4

-) - ADE + ∆Ea(ML3
- + L-) (4)

∆Gred(ML4
-) ) ∆Gd(ML4

-) + [-ADE + T(R - ∆S)] +

∆Ga(ML3
- + L-) (5)
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mentally. It also reflects that the high-spin FeII site favors a
three-coordinated structure, whereas the high-spin FeIII site
favors a four-coordinated one. Thus, the FeII-FeIII conversion
may play a key role in the rich Fe-S cluster chemistry and
biochemistry, which involves the formation and breaking of
Fe-S bonds.43,44

Overall, the calculated values of the energies were close to
the estimated experimental values but were about 0.1-0.2 eV
higher. The results for the B3LYP/6-31(++)SG** energy
calculations are almost identical whether the B3LYP/6-31G**
or B3LYP/6-31(++)SG** geometry is used,27d so all calcula-
tions presented here are for the B3LYP/6-31G** geometry. The
∆Ered

calc range from 1.74 to 2.04 eV. In previous studies,
Noodleman and co-workers predicted a∆Ered

calcof 1.79 eV from
DFT calculations at the local density approximation (LDA),26c

whereas Ichiye and co-workers predicted a∆Ered
calc of 2.14 eV

from unrestricted Hartree-Fock (UHF) calculations using an
aug-TVZ basis set.27 The new calculations fall in the same range.
Using the experimental ADE (2.80 eV) of [Fe(SCH3)3]-, we
obtained the “experimental” estimate of the reduction energy
∆Ered

“exp”, ranging from 1.64 to 1.88 eV with the calculated
∆Ed+a values ranging from 4.44 to 4.70 eV. Interestingly, the
B3LYP/6-31(++)SG** energy calculations give∆Ered

calc that
are about 0.3 eV lower than the B3LYP/6-31G** or the CCSD/
6-31G** and a higher∆Ea and lower∆Ed than the B3LYP/6-
31G** or the CCSD/6-31G**. The reason is that adding more
diffuse functions leads to an increase of the bonding interaction
between Fe and SCH3-. Consequently, the tetracoordinated
[Fe(SCH3)4]-/2- are stabilized more than the three coordinated
[Fe(SCH3)3]0/- in comparison to the calculations using the
6-31G** basis set. In addition, the B3LYP/6-31(++)SG**
energy calculation gives the most consistent results for the
∆Ered

calc and ∆Ered
“exp”. Because the B3LYP/6-31(++)SG**

energy calculation also gives very good descriptions of the
ADE, VDE, andλoxd values for [Fe(SCH3)4]- and [Fe(SCH3)3]-,
the B3LYP/6-31(++)SG** calculated reduction energy of 1.75
eV is viewed as the best calculated value. Furthermore, this
agrees with the prediction in the previous section that
[FeII(SCH3)4]2- with more ligands should have a much lower
electron detachment energy than [FeII(SCH3)3]- because the
ADE of [FeII(SCH3)4]2- is -1.75 eV by calculation and-1.64
eV by the thermodynamic cycle with experimental data.

Conclusions

The electronic structure and energetics of rubredoxin redox
site analogues have been elucidated here using molecular orbital
theory and experimental PES data. Full geometry optimizations
and energy calculations of the Rd redox site analogues,
[Fe(SCH3)4]2-/-/0 and [Fe(SCH3)3]-/0, were performed using the
B3LYP/6-31G**, B3LYP/6-31(++)SG**//B3LYP/6-31G**, and
CCSD/6-31G**//B3LYP/6-31G** methods. The calculations
give good descriptions of the structural, electronic, and energetic
properties of the [1Fe] redox sites.

The B3LYP/6-31G** calculations predict geometries for
[Fe(SCH3)4]2-/- and [Fe(SCH3)3]- that are in good agreement
with crystallographic structures for similar compounds. We
further predicted geometries for the final products of the PES
studies, [Fe(SCH3)4]0 and [Fe(SCH3)3]0, for which there are no
experimental structural data. We found that for all of the redox
couples studied, oxidation always results in a decrease in the
Fe-S bond lengths by about 0.1 Å. The [Fe(SCH3)4]2-/- couple
shows the least geometric distortion, whereas the [Fe(SCH3)4]-/0

couple shows a distortion toward planarity in the four-ligand
Fe-S core upon oxidation and the [Fe(SCH3)3]-/0 couple shows
a rotation of the methyl groups into the plane of the three-ligand
Fe-S core upon oxidation. Our results thus suggest that the
[Fe(SCH3)4]2-/- redox couple found in Rd would impart the
least amount of strain on the surrounding protein upon change
in redox states.

Our theoretical analyses combined with experimental results
provide a better understanding of the electronic structure and
how it leads to the geometric and energetic changes upon change
in redox states. The current results support the inverted level
scheme for [1Fe] Fe-S complexes. We show that the oxidations
of [Fe(SCH3)4]2- and [Fe(SCH3)3]- involve an Fe 3dâ-spin
electron, whereas the oxidation of [Fe(SCH3)4]- involves a
degenerate S(3p) orbital with a strong antibonding Fe-S σ*
character. Thus, the oxidation of [Fe(SCH3)4]- exhibits a strong
Jahn-Teller distortion whereas the oxidation of [Fe(SCH3)4]2-

shows little distortion of the tetrahedral structure leading to
smaller reorganization energies for the latter. On oxidation from
FeII to FeIII and from FeIII to FeIV of [Fe(SCH3)4]n-, the charge
density on the Fe from the NBO analyses changes only slightly
due to charge redistribution from the ligands to the Fe.
Moreover, the FeII-FeIII couple of [Fe(SCH3)3]n- has a much
higher reduction potential than that of [Fe(SCH3)4]n- because
[Fe(SCH3)3]- has a more stable Feâ-spin electron than
[Fe(SCH3)4]2-. Consequently, the stable states in the gas phase
are a high-spin d5 [FeIII (SCH3)4]- and a high-spin d6 [FeII

(SCH3)3]-.
We also predicted redox energies for redox site analogues

that are not available experimentally. Calculations at the B3LYP/
6-31(++)SG** level predict that the oxidation energies of
[Fe(SCH3)4]- and [Fe(SCH3)3]- are 3.35 and 2.70 eV, respec-
tively, which are in very good agreement with the corresponding
PES data. We also obtained computationally the reduction
energy of [Fe(SCH3)4]- to be 1.75 eV. This value is in good
agreement with that (1.64 eV) estimated using the calculated
Fe-SCH3 bonding energies in [Fe(SCH3)4]- and [Fe(SCH3)4]2-

and the experimental ADE of [Fe(SCH3)3]- in a thermodynamic
cycle. Our computational results also show that the thiolate
dissociation of [FeII(SCH3)4]2- is exothermic by 2.0-2.3 eV,
whereas the thiolate association of [FeIII (SCH3)3]0 is exothermic
by 2.2-2.8 eV. The dependence of the coordination energetics
of Fe on its valence state may play a role in the rich Fe-S
cluster chemistry and biochemistry. This work demonstrates the
possibility of obtaining reliable oxidation potentials of an

TABLE 4: Calculated and Estimated Reduction Energies and Reduction Free Energies,∆Ered
calc(ML 4

-), ∆Ered
“exp” (ML 4

-),
∆Gred

calc(ML 4
-), and ∆Gred

“exp” (ML 4
-), of [Fe(SCH3)4]-, Calculated SCH3

- Dissociation Energies and Free Energies,∆Ed(ML 4
-)

and ∆Gd(ML 4
-), of [Fe(SCH3)4]-, and Calculated SCH3

- Association Energies and Free Energies,∆Ea(ML 3
- + L-) and

∆Ga(ML 3
- + L-), of [Fe(SCH3)3]- Using the B3LYP/6-31G** Geometry (G1) and the B3LYP/6-31(++)SG** Geometry (G2) (All

Energies in eV)

∆Ered
calc ∆Gred

calc ∆Ered
“exp” ∆Gred

“exp” ∆Ea ∆Ga ∆Ed ∆Gd

B3LYP/6-31G** 2.037 2.170 1.79 1.92 1.654 2.148 2.933 2.497
CCSD/6-31G**//G1 2.029 2.162 1.88 2.02 1.487 1.981 3.197 2.761
B3LYP/6-31(++)SG**//G1 1.747 1.880 1.64 1.78 1.807 2.301 2.637 2.201
B3LYP/6-31(++)SG** 1.740 1.873 1.64 1.77 1.803 2.297 2.635 2.199
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experimentally unstable MLn2- species from M-L bonding
energies in MLn2-/- and the detachment energy of ML(n-1)

-.
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